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Overview

* Review of modern object detection pipelines
* RepPoints: bounding box -> point set representation
* RPDet: an anchor-free object detector based on RepPoints

* More discussion
* Interpretable deformation modeling
* extending RepPoints: denser (seg) and finer target (correspondence)
* regression vs. discrimination



Review of modern object detection pipelines
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Bounding boxes are used as anchors, proposals and final predictions.
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Bounding boxes are used as anchors, proposals and final predictions.

Bounding box has several advantages:

- Easy to be annotated
- Friendly for feature extraction
- Consistent with common metrics (bbox loU)
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Bounding box also has limitations:

- Insensitive to object shape and pose
(coarse localization lack of geometric
Information)

-> |ower localization capability

- Distractive background content and

Informative foreground content included
-> degraded feature and lower recognition
capability



RepPoints: Point Set Representation

Bounding box VS. RepPoints
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Learning Representative Points (RepPoints)



RepPoints: Point Set Representation
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bbox anchors ————  bbox proposals (S1) object centers ———  RepPoints proposals (S1)
bboXTeE  Lbox proposals (S2) e, RepPoints proposals (S2)
bboxree. bbhox object targets ZARn, RepPoints object targets
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RPDet: an anchor-free object detector based on RepPoints



Bounding box vs. RepPoints

Representation Backbone AP | APy, | AP
Bounding box ResNet-50 | 36.2 | 57.3 | 398

RepPoints (ours) | ResNet-50 | 38.3 | 60.0 41.1

Bounding box | ResNet-101 | 384 | 599 | 424
RepPoints (ours) | ResNet-101 | 40.4 | 62.0 43.6

Table 1. Companson of the RepPoints and bounding box represen-
tations 1n object detection. The network structures are the same
except for processing the given object representation.



Studies on assigner, supervision and anchors for RepPoints

Method AP | AP, | AP # anchors

Single anchor | 36.9 | 58.2 | 39.7 method backbone per scale AP

Center point | 38.3 | 60.0 | 41.1 RetinaNet [25] ResNet-50 3x3 [357

FPN-RolAlign [27] | ResNet-50 3 x1 36.7

YOLO-like ResNet-50 - 33.9

Representation ;Supervisinn AP | AP, | AP+ RP,DEI {uurﬁs] ResNet-30 = - - 38.3

oc. | rec. RetinaNet [75] ResNet-101 3x3 37.8

. v 362 | 573 30 8 FPN-RolAlign [27] | ResNet-101 3x1 394

bounding box | ———— =5 575 308 YOLOlike ResNet-101 i 363

v 338 | 543 358 RPDet (ours) ResNet-101 - 40.4

RepPoints v 376 | 594 | 404

7 7 383 | 60.0 411 Table 4. Comparison of the proposed method (RPDet) with an

anchor-based method (RetinaNet, FPN-RolAlign) and an anchor-
free method (YOLO-like). The YOLO-like method 1s adapted
from the YOLOv1 method [ 5] by additionally introducing FPN
[27], GN [4%] and focal loss [ 2%] into the method for better accu-
racy.

Table 2. Ablation of the supervision sources, for both bounding
box and RepPoints based object detection. “loc.” indicates the
object localization loss. “rec.” indicates the object recognition
loss from the next detection stage.



System level comparison

Backbone Anchor-Free AP AP;; AP-; APs APy APy
YOLOv2 [36] DarkNet-19 21.6 440 19.2 5.0 224 355
SSD[31] ResNet-101 31.2 504 333 10.2 345 498
YOLOv3 [27] DarkNet-53 33.0 579 344 183 354 419
DSSD [10] ResNet-101 33.2 533 352 13.0 354 51.1
Faster R-CNN w. FPN [27] ResNet-101 36.2 59.1 390 18.2 390 48.2
RefineDet [57] ResNet-101 36.4 57.5 39.5 16,6 399 514
RetinaNet [75] ResNet-101 39.1 59.1 423 218 427 502
Deep Regionlets [+Y] ResNet-101 393 598 - 21.7 43.7 509
Mask R-CNN [ 4] ResNeXit-101 398 623 434 221 432 51.2
FSAF [50] ResNet-101 409 615 440 240 442 513
LH R-CNN [26] ResNet-101 41.5 - - 25.2 453 53.1
Cascade R-CNN [ ] ResNet-101 428 62.1 46.3 237 455 55.2
CornerNet [24] Hourglass-104 v 40.5 56.5 43.1 194 427 539
ExtremeNet [54] Hourglass-104 v 40.1 553 432 20.3 432 53.1
RPDet ResNet-101 v 41.0 629 443 236 44.1 51.7
RPDet ResNet-101-DCN v 42.8 65.0 46.3 249 46.2 54.7




Bounding box

RepPoints

Definition
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Discussion: some thoughts on RepPoints



Discussion A: Interpretable Deformation Modeling

x[2]~

¥ ¥
offsets

input feature map output feature map

Deformable Convolutional Networks [2]

Only using recognition feedback in an implicit manner & Lacking geometric interpretation on the learned offset.



Discussion A: Interpretable Deformation Modeling

RepPoints: deformation modeling with explicit geometric interpretation.
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Discussion B. Extending RepPoints: Denser and Finer
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Zhu et al. Flow-guided feature aggregation.  Zhang et al. Pose-guided image generation, project at Upenn.

Related Work: Deformation modeling for frame-to-frame correspondence in videos.



Discussion B. Extending RepPoints: Denser and Finer

* Possible direction for extension: dense object perception.

Segmentation (From Zhou et al. ExtremeNet) Semantic Correspondence (From Novotny et al. AnchorNet)

Bottleneck: to design effective and efficient guidance on RepPoints.



Discussion C. Regression vs. Classitication

Another bottleneck: the localization ability of regression methods are lower than classification methods.

Current frame

2 C:°-.°,l_"

Search Region o o

+
1

p—
| H—— —]
—x—

1

1211273 6x6x128 D ‘ Rl
— :
17

*

Previous frame

[6] discrimination  vs. [7] regression

Conv Layers

l (rop SENEE
. iy RSN
22:Q2x128
50553 N
What to track

Conv Layers

M\ Fully-Connected

Predicted location
of target
within search region

e.g. Object Tracking: reg is more efficient
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regression vs. discrimination : occupancy networks [8]

e.g. 3D reconstruction: reg has higher resolution

Regression is relatively more efficient and does not need predefined proposals, while classifying each pixel is
more suitable for accurate localization. Combining regression with classification can potentially reduce time

complexity and number of proposa
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Thanks!

blueber2y@gmail.com
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