
RepPoints: Point Set Representation for 
Object Detection

Ze Yang*, Shaohui Liu*, Han Hu, LiweiWang, Stephen Lin 

May 7, 2019

Microsoft Research Asia



Overview

ÅReview of modern object detection pipelines

ÅRepPoints: bounding box - > point set representation

ÅRPDet: an anchor- free object detector based on RepPoints

ÅMore discussion
Åinterpretable deformation modeling
Åextending RepPoints: denser (seg) and finer target (correspondence)
Åregression vs. discrimination



Review of modern object detection pipelines

RPN design in Faster R- CNN RoI feature extraction in Fast R- CNN

Bounding boxes are used as anchors, proposals and final predictions.



Bounding box has several advantages:

- Easy to be annotated
- Friendly for feature extraction
- Consistent with common metrics (bbox IoU)

Bounding boxes are used as anchors, proposals and final predictions.



Bounding box also has limitations:

- Insensitive to object shape and pose 
(coarse localization lack of geometric 
information)

- > lower localization capability

- Distractive background content and 
informative foreground content included

- > degraded feature and lower recognition 
capability



RepPoints: Point Set Representation

Bounding box        vs.        RepPoints



Learning Representative Points (RepPoints)



RepPoints: Point Set Representation



RPDet: an anchor- free object detector based on RepPoints



Bounding box vs. RepPoints



Studies on assigner, supervision and anchors for RepPoints



System level comparison





Discussion: some thoughts on RepPoints



Discussion A: Interpretable Deformation Modeling

Deformable Convolutional Networks [2]

Only using recognition feedback in an implicit manner & Lacking geometric interpretation on the learned offset.



Discussion A: Interpretable Deformation Modeling 

RepPoints: deformation modeling with explicit geometric interpretation.



Discussion B. Extending RepPoints: Denser and Finer 

Zhu et al. Flow- guided feature aggregation. Zhang et al. Pose- guided image generation, project at Upenn.

Related Work: Deformation modeling for frame - to - frame correspondence in videos.


